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Abstract—While network coding can be an efficient means of
information dissemination in networks, it is highly susceptible
to “pollution attacks,” as the injection of even a single erroneous
packet has the potential to corrupt each and every packet
received by a given destination. Even when suitable error-
control coding is applied, an adversary can, in many interesting
practical situations, overwhelm the error-correcting capability
of the code. To limit the power of potential adversaries, a
broadcast-mode transformation is introduced, in which nodes
are limited to just a single (broadcast) transmission per gen-
eration. Under this broadcast transformation, the multicast
capacity of a network is changed (in general reduced) from the
number of edge-disjoint paths between source and sink to the
number of internally-disjoint paths. In some interesting cases
(in particular, in a class of networks introduced by Jain, Lovasz
and Chou), the network capacity is maintained in broadcast
mode. This results in a significant achievable transmission rate
for such networks, even in the presence of adversaries.

I. INTRODUCTION

packets to be discarded by each node, and therefore prevent-
ing the contamination of other packets. This approach typi-
cally requires the use of large field and packet sizes, which
leads to computationally expensive operations at the nodes
and possibly to significant transmission delay. These re-
quirements may be acceptable in the large-file-downloading
scenario, but may be incompatible with delay-constrained
applications such as streaming-media distribution.

Another approach (and the one followed in this paper) is to
look for end-to-end coding techniques that require little or no
intelligence at the internal nodes. Jaggial. [7] show that,
if C is the network capacity (per transmission-generation)
and z is the min-cut from the adversary to a destination,
then a rate ofC — 2z packets per generation is achievable.
The results of [8] show that, using the subspace approach
introduced in [9], it is possible (in some cases) to achieve a
slightly larger rate, upper-bounded by— z. The rateC' — =

Network coding [1] is a promising approach for efficientcan be achieved using a scheme proposed in [7] if the source
information dissemination in packet networks. Network codand sink nodes are allowed to share a secret (i.e., they have
ing generalizes routing, allowing nodes in the network noggommon information not available to the adversary).
only to switch packets from input ports to output ports, but In all of the end-to-end techniques mentioned above, we
also to combine incoming packets in some manner to for@bserve that the min-cut from the adversary to a sink node

outgoing packets. For example, limear network coding,

has a significant impact on the achievable rates:z Iis

fixed-length packets are regarded as vectors over a finite figRfge—for instance, ifz = C—then the adversary can
F,, and network coding operations are linear with respe¢@m the network with no hope of recovery. It is important,
to IF,, i.e., nodes in the network form outgoing packets atherefore, to conceive of protocols that induce per-generation
F,-linear combinations of incoming packets. For the singletetwork topologies that can perform well, even in the pres-
source multicast problem, it is known that linear networlence of adversaries.

coding suffices to achieve the network capacity [2], [3].

Recently the problem of error correction in network coding
has received significant attention due to the fact that pollution
attacks can be catastrophic. Indeed, the injection of even

The central question of this paper is the following:
What simple changes to a protocol (and hence to the
induced graph topology) might be effective in reduc-
ing the influence of an adversary, while not (greatly)

a single erroneous packet somewhere in the network has affecting the rate of reliable communication?

the potential to corrupt each and every packet received We show that in some important special cases it is in-
by a given sink node. This problem was first investigatedeed possible to constrict potential adversaries, without any
from an edge-centric perspective [4], where a number facrifice of network capacity.

packet errors could arise in any of the links in the network. In this paper, we introduce the concept ofbeoadcast
Alternatively, under a node-centric perspective, it is assumdtansformation which essentially constrains potential adver-
that an adversarial node may join the network and transngaries to sending the same packet on all its outgoing links. In
corrupt packets on all its outgoing links, but the other link¢he case of a single malicious node, this effectively enforces

in the network remain free of error.

z = 1. In order for such a transformation to be possible,

One approach, investigated in [5], [6], for dealing withwe introduce the concept ofteusted nodehat performs the
the pollution problem is to apply cryptographic techniques ttole of broadcasting traffic. In practice, such a broadcasting
ensure the validity of received packets, permitting corruptef¢ature could be implemented, e.g., at a trusted network

gateway.
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Spme cases, significantly reduce capacity, unless the net-

work has special connectivity properties. We will show that



the maximum number ointernally-disjoint pathsbetween A rate R is said to beachievablefor a network\ if there
source and sink, rather than edge-disjoint paths, becomes thésts a sequence of cod8s with R();) > R, along with
key parameter. We specifically examine a class of network®rresponding network codes, such that the probability of
that have been proposed and extensively analyzed by Jaimsuccessful decoding becomes arbitrarily small as oo
Lovasz and Chou (JLC) in [10]. We show that, under fairlyhere,q and M are allowed to grow with).
general conditions, no loss in capacity is incurred when Define

erforming broadcast conversion in such JLC networks. A A . .
P The rer%ainder of this paper is organized as follows. In CW) =0C(G,5T) = min mincutg (s, t).
Sec. Il we revi_ew some basic definitiqns in network codings key result in [1] is that a rateR is achievable for a
In Sec. Il we introduce our adversarial model for COMMUsz, iticast network)\. if and only if
nication over untrusted networks along with some examples.
In Sec. IV we introduce the broadcast transformation and R<CWN).
LG networks, In Sec. v we present some Sulaton resulf ! S TeaSONC(A7) is usually regarded as tompacityo
focused on pr;':\ctical écenaric?s and in Sec. VI we present o muItllca.s ! net\_/vork!\/. AS.' sh.own in [2], [3], th|§ multicast
conclusions. ' (%pacny is achievable with linear network coding.

Il. PRELIMINARIES I1l. UNTRUSTEDMULTICAST NETWORKS

Let G be a directed multigraph with vertex sgtg) and In this section we de_zscribe an gdversarial mc_>de| for
edge se€(G). We will assume thag (G) C V(G) x V(G) x n(_etworks tha_t can be su_bject to pollution a_ttacks. This mo_del
7. where the third component is used to distinguish amon?r'" be_used in the remainder of the paper in the computation
multiple edges between the same nodes. AoB C V(G), achievable rates.
let [A, B] denote the set of edges ¢hdirected from some  Definition 1: An untrusted multicast network\" =
vertex inA to some vertex iB. Letindeg(v) andoutdeg(v)  (G,s,7,U) consists of a multicast networkg,s,7) to-
denote the indegree and outdegree, respectively, of a verigather with a set ofintrusted node#/ C V(G) \ {s}. The

v. Also, define nodes inV(G) \ U are calledirusted nodes
mincutg(s,t) £ Acr%ig ) [[A,V(G)\ Al Our adversarial model for communication over an un-
_ . SEAS ( A trusted multicast network is the following. The adversary
mincutg (S, t) = sealin LA, V(G) \ Al chooses a set of adversarial nodésC ¢ with |A| < w

prior to the beginning of the session. The gets unknown
to source and sink nodes, but remains fixed during the whole
session. The adversary controls the nodesdjnwhich are

sis'?s (gf'nslgi';%l:;eznmzltgg vr\llﬁawgvtpjfs:n(ii’;’u’a{j) scc?unr-ce allowed to transmit any arbitrary packets on their outgoing
9 9 links and also to cooperate with each other. We say that

zggginW;ChvSr?:reeN:;cﬁ %%réi'?ﬁmszza‘sfésa?ﬁear:;tg Se'B coding is successful if each sink notles 7 \ A can
5 9 correctly recover the source message.

observed_ ab? . Let us focus on a specific sink nodand a specific set of
Each link in the network is assumed to transport, free of , . T
o ) . . adversarial nodegl Z t. In [7], Jaggiet al. analyze a similar
errors, a packet of a certain fixed size. A packet in a lin - .
. . ) . . odel where the adversary has the capability to obtain the
entering a node is said to be an incoming packet to that node : .
2 : : : . . source message (say, by eavesdropping a sufficient number
and similarly a packet in a link leaving a node is said to be ; L
. of packets) prior to sending its own corrupt packets. Note
an outgoing packet from that node. : : . . ) .
o that this model is compatible with ours since we impose no
When network coding is used, the source node produces . . o
. . . . constraint on the eavesdropping capability of the adversary.
each of its outgoing packets as an arbitrary function of th

i n such a scenario, it is shown in [7] that the rate
message it observes. Also, each non-source node produces

each of its outgoing packets as an arbitrary function of its mincut(s,?) — 2 mincut(A, t)
incoming packets. Each sink node then attempts to recover hievabl
the source message from its incoming packets. We say tHﬁth Iel\t/a 'e. 81 show that : b d d

decoding is successful when correct recovery occurs for %II esufts In [8] show that, using subspace codes and a
sink nodes. ounded-distance decoder [9], it is also possible to achieve

The set of all functions applied by all nodes in the network slightly higher rate, namely
specifies anetwork code RBP(s,t, A) £ mincut({s} U A,t) — 2mincut(A, t).
Let the packets in the network each consisfiofsymbols
from a finite fieldF, and letQ denote the codebook from Thus, for the general case of an untrusted netwbfk—
which the source message is selected. T of Q is (9,5, 7,U) with at mostw adversarial nodes, the rate

defined as REP(N,w) £ min min REP(s,t, A) (1)

1 .
R(Q) = i log,, |92]. ﬁ%@ teT\A

We will often omit the subscrip§ when the graph is clear
from context.



source

) . Fig. 2. JLC network withd = 3 andk = 4.
Untrusted multicast network, wittREP(A/,1) = 0 and g 3

.1
R>3(N,1) = 2.

by adjoining to some JL{, k) network a sink node¢ and
is achievable. d edges such that the following properties are satisfied:
As shown in [7], if an additional assumption is made thzsgl) indeg(t) = d;

the source node can share a (small) secret with each of 3) each pair of edges enteririghat do not come from
sink nodes, then it is possible to achieve the rate must come from distinct nodes:

RSS(N,w) £ mcin_ min R>5(s,t, A), (2) (P3) outdeg(v) < d for all v # s;
i, (T (P4) outdeg(s) < k.
where An untrusted JLC networks a JLC network where all non-

source nodes are untrusted.
R5S(s,t, A) £ mincut(s, t) — mincut(A, t).

We will 1 benchmark t luate th bust By construction, a JLC network is an acyclic network
e will use (1) as our benchmark to evaluate the ro USlihere each non-source nodes an (untrusted) sink node

ness of a multicast network in the presence of adversarigs,, exactlyd — |[s, ]| non-source parents. It is easy to see
but (2) may sometimes also be used. Note that, since that mincut(s, £) — ’d for all £ # s

mincut({s} U A,t) < mincut(s,t) + mincut(A, t) Remark 1: The network in Definition 2 is in fact a
slight variation of the network proposed in [10], obtained
Fy enforcing property (P2). In [10], edges enterihgare
andomly selected from nodes whose outdegree has not yet

unlt\jler (Z)H h h . d both ._been saturated (i.e., from the pool of potential edges) and
ote that when there is no adversary, both expressions, efore jt js possible for two of such selected edges to

reduce to the capacity of the underlying multicast networl%ome from the same node. The reason for including (P2)

ie. . . . .
’ BD ss B will be clear from Lemma 2 in Section IV. In practice, the
R°2(N,0) = R®(N,0) = C(G, 5, 7). edges entering can still be chosen randomly as long as (P2)

] is satisfied.
Example 1:Let A denote the untrusted multicast network

of Fig. 1. There is a single sink node and the trusted  Example 2:An example of a JLC network/ with d = 3
nodes are the source nodeand all nodes represented by aand i = 4 is shown in Fig. 2. The sink nodes were adjoined

we have RBP(s,t, A) < RS(s,t,.A), so a network that
performs well under the measure (1) will also perform wel

filled circle. By inspection, we find thahincut({s,a},?) = in succession from left to right and top to bottom. Suppose
mincut(s,t) = 4, while mincut(a,t) = 2. It is easy to see , is an adversarial node. Sinegincut(a,t) = 3 = indeg(t),
that R®°(V, 1) = 0 and R*(N, 1) = 2. we obtain thatRBP(A) < 0 and RSS(\) = 0.

We now consider a specific class of network topologies From the example above, we observe that the quantity

proposed by Jain, L@sz and Chou [10] for its advantagesmincut(a,t) can have a severe impact on the achievable

in terms of scalability and robustness to node failures in PEELie for an untrusted multicast network. Hincut(a, ) is

_to-peer_ application_s. Under _the_protocol proposed in_ [10], \targe compared tanincut({s,a},t), as in the case of a
is possible to practically maintain the network capacity eveHLC network. then the a dver75ar’y éan overwhelm the system

after nodes join, leave or fail. . : :
with corrupt packets, preventing successful decoding. In the
Definition 2: A multicast networkN is a JLC(d, k) net- next section, we explore ways to limit the strength of the
work if it consists only of a source nodg or if it is formed adversary without sacrificing network capacity.



Definition 3: Let N' = (G, s, 7,U) be an untrusted mul-
ticast network, whergf = (V,€). For £L C &, let LT =
{(ut,v,4) : (u,v,i) € L}. The degreer transformation
of AV is an untrusted multicast network” = (G, s, T,U),
whereg is given by

= + V(G) =VU{ut: uelu}
@) =p\uyviuuytulJ U {wut i}
ueld 1<i<r

A degree-1 transformation of/ will be called abroadcast
transformation denoted bys(N).

Fig. 3. Broadcast transformation.

It is immediate from Definition 3 that i\ is a degree-
transformation of\/, then for any adversarial set in A
we havemincut(A4,t) < r|A|.

In the remainder of the paper, we treat only the case
r = 1. This case is interesting not only because it provides
the maximum constraint omincut(A4,t), but also because
it allows useful graph-theoretic tools to be applied in this
context.

Let \; (s, t) denote the number of edge-disjoint paths from
a nodes to a nodet in G and letAg(s,t) denote the number
of internally-disjoint paths frons to ¢ in G. The following
proposition is part of a standard argument used in graph
theory to derive the vertex version of Menger's Theorem
from the Max-Flow Min-Cut Theorem [11]. We include its
proof for completeness.

Proposition 1: Let N = (G, s, 7,U) be an untrusted mul-
ticast network witt/ = V(G)\{s}, and letN' = (G, s, T,U)
be a broadcast transformation/ot Then)\gj(s, t) = Ag(s,t)
forallte 7.

Proof: If two paths inG are internally-disjoint, then
they will also be internally- (and therefore edge-) disjoint in
G. Conversely, if two paths it are not internally-disjoint,
i.e., they share a vertex then they will also share the two
IV. NETWORK TRANSEORMATIONS verticesv andv™ and the edgdv,v™) in G and therefore

We begin by illustrating our approach with an exam—wi" not be edge-disjoint ir. Thus, the maximum number of

ple. Consider again the network in Fig. 2. We see tha{ptergalIy-;jisgjointdpqths Iy n;us_t be equal to the maximum
mincut(a,t) = 3 only because: can inject three distinct number of edge-disjoint paths @. -
packets, which will end up overwriting all packets received The following lemma characterizes internally-disjoint
by ¢. paths in a JLC network.
Suppose, however_, that we constrain each untr_usted nodq_ernma 2:Let N’ = (G,s,T) be a JLGd, k) network.
u to send only copies of the same packet. This can hfeh
; : i en)g(s,v) =d forall v € V(G) \ {s}.
represented graphically by introducing a new nodge, ; . . 4
X A i Proof: (By induction on the size of a JU@,k)
as described in Fig. 3. Here,™ is a trusted nodethat network)

only replicates the packet received. Clearly, we now have If V(G) = {s}, we have nothing to prove. Assume thidt

mincut(a, t) = 1 in the network of Fig. 4. However, it is not iﬁ/obtained by adjoining a nodeto some JLCd, k) network
at all obvious that enforcing this constraint on every untruste e ’
= (G —t,s5,T \ {t}) satisfying\g_,(s,v) = d for all

node will not severely reduce the network capacity. v € V(G)\ {s,}. Let X be the set of non-source parents of
While it is clear that, after such a transformation, e .
. : %t and recall thatX| = d — |[s,t]|. Let G* = G — [s,t]. If

mincut(s,t) may be reduced in general, the reduction i is disconnected from in G* (i.e., if |X| = 0), then it is

mincut(a, t) may (or may not) compensate for this loss an rivial that Ag (s, £) = d, S0 assuﬁlé,X\ > '

yield a higher achievable rate. A smooth tradeoff between SuPDOSE gtha’P\ (; t), < d. Then ZS t.) < d—|[s,4]

the two quantities may be achieved by considering a generlgl bp g\ ) g% T

. 2 Yy Menger's theorem, there exists a vertex sétwith
transformation that limits the outdegree of each untrustei h deleti K hable f
node to at most-. A| = Ag~(s,t) whose deletion makessunreachable frons

in G*. Since|A| < d — |[s,t]| = |X], there exists at least

Fig. 4. JLC network withd = 3 andk = 4 after broadcast transformation.



onex € X such thatr ¢ A. But sincet is reachable from JLC Network (V| = 5%, d = 10,a = 0.5)
z, the deletion of4 must also make: unreachable frons 1 w w w w w
in G*. By Menger's theoremig- (s, z) < |A| < d —|[s, ]|, 105
which implies Ag(s,z) < d and Ag_(s,x) < d. But this

contradicts the assumption, so we must havgs,t) > 10 TR

d. Observing theindeg(t) = d, we havelg(s,t) = d, Talcetos, - 8

capaci

which, together with the induction hypothesis, implies that /
Ag(s,v) = d for all v € V(G) \ {s}. n ° ]
. L. 851 unconstrained—{—
Using Proposition 1 and Lemma 2, we can now compute broadcast mod%k
the achievable rates for a broadcast-constrained JLC network. 8 1‘5 2‘0 s 2 e 20

alz N

Theorem 3:Let A/ be the broadcast transformation of an
untrusted JLGd, k) network. For0 < w < d, we have

RBO(N w) = d — 2w
RSN, w) =d —w. JLC Network (V] = 150,d = 10)
Proof: Let N = (G,s,7,U) be a JLC network such ‘ ‘ ‘ ‘ ‘ ‘
that\ = (G, s, 7,U) = B(N). Using Lemma 2, Proposition 101 /./”'

1 and the Max-Flow Min-Cut theorem [11], we have

Fig. 5. Capacity of impatient JLC networks as a functionkgtl.

8
mincuts(s, ) = A(s,t) = Ag(s,t) =d, VteT.

multicas6 -

Observe thatl = mincuts(s, ) < mincuts({s} UA,t) < capaCItyA / |
indeg(t) = d. Moreover,mincut; (A, t) < [A| for all A, and
mincutg (A, t) = [A] if A is a subset of the set of parents 2r unconstrained—¢—
of ¢. The result now follows by applying the definitions (1) o ‘ ‘ ‘ ‘ broadcast mode——
and (2). [ ] o1 02 03 04 05 06 07 08 09

Theorem 3 shows that the broadcast transformation of a
JLC network does not result in a decrease in multicast capac- Fig. 6. Capacity of impatient JLC networks as a functiomof
ity. Moreover, the loss in achievable rate due to the presence
of adversaries is limited. Thus, a broadcast transformation
of the network of Example 1 results in a nonzero achievabl@ — a)d of its incoming edges are randomly selected

rate, even in the presence of an adversary with 1. and “blocked”, i.e., such edges are assigned capacity 0 for
V. SIMULATION RESULTS subsequent computations.

. . . Our simulation results show that impatience does not affect
While Theorem 3 provides a strong theoretical result for a : ; o . :
. . . . e multicast capacity significantly. For an impatient JLC

interesting class of networks, not all interesting networks are

: . k . . . network with patiencen = 0.5, d = 10, Fig. 5 shows
so easily characterized. In this section we resort to simulati . LI
Ostﬂat as the ratio of source outdegree to sink indedréé

to further investigate the reduction of multicast capacity O reases the multicast capacity aradually aporoaches its
certain random networks with the broadcast constraint. In ! pacity 9 y app

our simulations, we choos& — V' \ {s} for all multicast upper limit, regardless of the impatient behavior of nodes.

o Specifically, whenk/d = 15, the loss of multicast capacity
Zgoi)rli(;zs. Data points in all graphs are the average of at Ie&llrsl?broadcast mode is less than 5%, and whgd > 30,

there is essentially no loss of capacity.

A. Impatient JLC Networks Fig. 6 shows the change of multicast capacity of an
In an impatient network nodes transmit their outgoing impatient JLC network as changes. Naturally, the smaller
packets before receiving all their incoming packets. Thie a, the less multicast capacity the network has, but only
patienceparametery, 0 < o < 1, is the fraction of incoming when o < 0.2 does the multicast capacity suffer severely.

packets that are used to compute the outgoing packe{lg]erefore, we can choose > 0.3 to achieve shorter trans-
Although such networks may have lower capacities then theipission delay, without sacrificing much multicast capacity.
patient counterparts, setting< 1 may be desirable, as the , .
transmission delay from source to destination can potentiall?r Complete Graph with Random Edge Capacities
be reduced. It is also of interest to consider the class of complete
In order to compute the multicast capacity of an impatiergraphs with random edge capacities. We use the following
JLC network, we use the following procedure. Starting frontonstruction: in a complete graph with bidirectional edges,
a network with a single (source) node, we iteratively adjoinve randomly select a source node and, for each edge,
new nodes according to Definition 2. Each time a noede we assign its capacity according to a certain probability
is adjoined, the min-cut to this node is computed. Therdistribution. Specifically, we used Bernoulli and geometric
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Fig. 7. Complete network with Bernoulli distributed edge capacities. Fig. 8. Complete network with geometric distributed edge capacities.

distributions in our simulation studies. Note that an edgerror-control coding, this approach may be an effective
with capacityc > 1 can be modeled as multiple parallel means of dealing with adversaries, particularly in application
edges, each with capacity 1. scenarios such as real-time media streaming, where alterna-
When the network has Bernoulli distributed edge capactive (e.g., cryptographic) methods may be cost-prohibitive.
ties with parametep, Fig. 7 shows that the multicast capacity
of a network under broadcast constraint is essentially the
same as that of its unconstrained counterpart. [1] R. A"hlswede, N. Cai, S.-Y. Li, and R. Yeung, “Network information
For a network where each edge has a geometric distributed SIS‘I'; 2|0E0%|.E Trans. on Inform. Theoryol. 46, no. 4, pp. 1204-1216,
capacity ¢, with Pr[c = i] = (1 — p)p’, i = 0,1,..., [2] S.-Y.Li, R. Yeung, and N. Cai, “Linear network codindZEE Trans.
the performance gap between the unconstrained and the on Inform. Theoryvol. 49, no. 2, pp. 371-381, Feb. 2003.
broadcast constrained cases increases wjitas shown in ] Sédﬁ‘;‘?fﬁeE“Eg?ﬁcm-T?gﬂgf%n ﬁ,’;w?l?riibnf@&_affrﬂi?'},,tﬁp_n (;tsméo—rk
Fig. 8. The reason is that the broadcast transformation 795, Oct. 2003.
effectively limits the outgoing edge capacity of a node to[4l N.Caiand R. Yeung, “Network coding and error correction,Pirc.
1, 50 an increase in the incoming edge capacity does ngk) 5 Charies, k. Jain. and K. Lauter “Signatures for network corng,
improve the multicast capacity. By contrast, the multicast ~ in Proc. 40th Annual Conf. Inform. Sciences and Systdtisceton,
capacity in the unconstrained case increases rapidly because NJ, Mar. 2006, pp. 857-863. .
both incoming and outgoing edge capacities increasp as ) £, %0, T Kaker, M. Mdare, and K. Han, Signaures for
INCreases. Information Theory24-29 July 2007, pp. 556-560.
Unlike the JLC networks, it is not clear that this class of [7] S. Jaggi, M. Langberg, S. Katti, T. Ho, D. Katabi, and Médérd,

- . “Resilient network coding in the presence of Byzantine adversaries,”
complete graphs with random edge capacities corresponds t0 ;"50c. 26th IEEE Int. Conf. on Computer Commun. (INFOCOM
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