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Distinguishing Codes from Noise

Optimal E¢(R) when E,, =

General case: E;n > 0

Achievable E¢{(R) when E,, > 0

= Communication: synchronization and coding

= Synchronization: mostly done by training: Given E;; = 0 and hence Py, — 0, Given Py, < exp(—nEm),
Xc | Xc |... | Xc | capacity achieving code E¢(R) = max D (Py|| Q«) E¢(R,Ep) =  max min
_R R +
(1 =¢)n symbols C't symbols + i.i.d. codebook with distribution Px D Q]| Q1) +1{I(Px, V)~ R}|

Is that always good? Can we do better?

= noise output distribution Q, = W (-
v_ use rate-achieving i.i.d. codebook rat

*).
ner than

= achieved by constant composition codebook with

maximizing distribution Ps.
capacity-achiving codebook. 5 X

BSC Example

For a binary symmetric channel

Distinguishing Codes from Noise

= i.i.d. codebook is suboptimal in general.

Asynchronous channel = non-trivial converse for DMC is unknown.

Comparison with i.i.d. codebook and
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Slotted simplification
Communicate in pre—defined timeslots:
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codebook, i.i.d. codebook, and training for BSC with ¢ = 0.05 and

Figure: E¢(R) for BSC with ¢ — 0,01 u=0.5.

Mathematical Setup

v Again, large gain over training at high rate.

For a channel code C = { X" (k) } with rate R, we have the Comparison with training

following hypothesis testing problem: 35 — S : :
5 WP " &P N anng|| %  ohing Extensions & Connections
Hi: Y'~W(-|X"(k)) ke {1,2,---,M} | os| AWGN channel, unequal error protection (UEP), ...

Define A _ . 1| .
P.. = {Hl — HO} = exp (—nEm) 05| | Conclusion
A ' 1 o 00 010203 040506070809 00 010203040506 07 08 09
Py =T [1Ho — Hi}| = exp (—nEy) R R For certain communication scenarios, designing codes for
Analysis objectives (a)u =0.1 (b)u =05 both detection and information transmission jointly

Figure: Comparison with training for BSC with ¢ = 0.01.

achieves significantly larger detection error exponents than
the traditional separate sync—coding approach.

Characterize the Ep, — E¢ trade-off at rate R.
v’ Large gain over training at high rate.




